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Abstract
[bookmark: _Hlk88473881]Psychological refractory period (PRP) effect refers to the delay in responding to the second of two tasks occurring in rapid succession. While all the major models of PRP highlight the importance of the frontoparietal control network (FPCN) in prioritizing the neural processing of the first task, the fate of the second task remains poorly understood. Here, we provide novel neural evidence on how the functional connectivity between sensory systems and the default-mode network (DMN) suspends the neural processing of the second task to ensure the efficient completion of the first task in dual-task situation. In a cross-modal PRP paradigm, a visual task could either precede or follow an auditory task. The DMN was generally deactivated during task performance and selectively coupled with the sensory system underlying the second task subjected to the PRP effect. Specifically, the DMN showed neural coupling with the auditory system when the auditory task came after the visual task, and with the visual system vice versa. More critically, the strength of the DMN-Sensory coupling correlated negatively with the size of the PRP effect: the stronger the coupling, the shorter the PRP. Therefore, rather than being detrimental to the dual-task performance, temporary suspension of the second task, via the DMN-Sensory coupling, surprisingly guaranteed the efficient completion of the first task by reducing the interference from the second task. Accordingly, the entry and processing of the second stimuli in the central executive system were speeded up as well. 
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1. Introduction
[bookmark: _Hlk88473930]Human brain demonstrates fundamental temporal constraints in dual-task situations. For example, upon performing two tasks in close temporal proximity, people often find it difficult to respond to the second one, resulting in delayed response. This phenomenon is termed the psychological refractory period (PRP) effect (Pashler, 1994). Two major models have been proposed to account for the PRP effect. The central bottleneck theory posits a central stage where sensory inputs are sequentially processed: the processing of the second task commences only after that of the first task finishes  (Arnell et al., 2004; Ivry et al., 1998; Logan & Gordon, 2001; Pashler, 1994; Sessa et al., 2007; Sigman & Dehaene, 2006, 2008; Tombu et al., 2011). The resource-sharing model shares the concept of the central stage but proposes that two tasks are processed in parallel rather than serially in the central stage (Kahneman, 1973; Navon & Miller, 2002; Tombu & Jolicœur, 2003). At the neural level, all the previous evidence highlights the functional role of the frontoparietal control network (FPCN) in the central stage (Dux et al., 2006; Herath et al., 2001; Marois et al., 2004; Schubert & Szameitat, 2003; Sigman & Dehaene, 2008; Szameitat et al., 2002). However, the fate of the second task, after the first task enters and gains priority in the central executive system, remains poorly understood. 

In the field of multisensory competition, an asymmetry in the cross-modal interference effect between the visual and auditory modalities has been consistently reported (Huang et al., 2015; Yang et al., 2021; Yao et al., 2018). It takes a shorter time for the second visual task to recover from the PRP effect imposed by the first auditory task than vice versa. However, the neural mechanisms underlying the modality asymmetry in the PRP effect remain unknown. In the present fMRI study, we adopted the classic cross-modal PRP paradigm (Herath et al., 2001; Marti et al., 2012). An auditory task and a visual task were presented either independently (i.e., the single-task conditions) (Fig. 1A) or asynchronously with either a short or long stimulus onset asynchrony (SOA) (i.e., the dual-task conditions) (Fig. 1B). The order of the visual and auditory tasks in the dual-task conditions was counter-balanced within each subject (‘Auditory_Visual’ or ‘Visual_Auditory’). 

[image: ]
Figure. 1 Experimental paradigm. (A) the single-task conditions. In the single auditory task (the left panel), the auditory target was a pure tone delivered via headphones for 33 ms, and participants were instructed to judge whether the pure tone was higher or lower than the standard auditory stimulus. In the single visual task (the right panel), the visual target was a number presented at the center of the screen for 33 ms, and the task was to judge whether the visual target was greater or smaller than the standard number. A single-task trial lasted for 2000 ms. Therefore, the response window in the single-task trial was 1967 ms. After the response window, an ITI was introduced, which was followed by the subsequent trial. The subsequent trial could be either an experimental trial or a null trial. (B) the dual-task conditions. The auditory task could either precede (the upper panel) or follow (the lower panel) the visual task, and the stimulus onset asynchrony (SOA) between the two tasks could be either short (300 ms) or long (1000 ms). A dual-task trial lasted for 3000 ms. Therefore, the response window was 2667 ms and 1967 ms for the short and long SOA condition, respectively. The response windows were chosen based on the RTs in the behavioral pilots (Supplementary Materials) and were long enough for the participants to accomplish the single and dual tasks. ISI: interstimulus interval, ITI: intertrial interval.

The cross-modal PRP paradigm offers a unique opportunity to investigate the neural fate of the second task under the challenging dual-task conditions with the short SOA. Specifically speaking, the sensory system underlying the second task can be localized via direct comparisons between the single-task conditions (i.e., the single visual vs. single auditory task). Further, by calculating how the sensory system underlying the second task interacts with other neural networks, based on the magnitude of the PRP effect, we are able to investigate: (1) how the second task generally overcomes the PRP effect imposed by the first task; and (2) why the second visual task overcomes the PRP effect more efficiently than the second auditory task. In addition, the neural mechanisms underlying the PRP effect can be probed by contrasting the short and long SOA conditions (Marois & Ivanoff, 2005; Schubert & Szameitat, 2003), and comparing the different PRP effect in the two dual-task conditions might thus shed some light on the neural causes of the asymmetric cross-modal PRP effect as well. In demanding dual-task situations, two tasks compete for limited central executive resources (Duncan et al., 1997; Spence et al., 2012). Meanwhile, the default-mode network (DMN) is generally deactivated during various externally oriented cognitive tasks (Gusnard et al., 2001; Raichle, 2015) and becomes connected with the neural substrates underlying the irrelevant tasks to temporarily suppress distractions (Buckner & DiNicola, 2019; Chadick & Gazzaley, 2011). We thus predict that when the visual vs. auditory task comes second, the respective sensory cortex will demonstrate neural connectivity with the DMN to suppress the distraction caused by the second task and ensure the neural processing of the first task. 

2. Methods and Materials
We report how we determined our sample size, all data exclusions, all inclusion/exclusion criteria, whether inclusion/exclusion criteria were established prior to data analysis, all manipulations, and all measures in the study. No part of the study procedures was pre-registered prior to the research being conducted.

2.1. Participants
Thirty-two healthy adult volunteers (21 females, aged 18-27) were recruited in the present study. A middle effect size was determined based on the previous study (Sigman & Dehaene, 2008) to decide on the sample size of 28 a priori, and to ensure at least 80% power to detect experimental effects (Cohen’s f > .8). All participants were right-handed, with normal hearing, and normal or corrected-to-normal vision. None of them reported a history of neurological or psychiatric disorders. Written informed consent was obtained from each participant in accordance with the Declaration of Helsinki prior to the experiment. This study was approved by the Ethics Committee of the School of Psychology, South China Normal University.

2.2. Stimuli, task, procedures, and experimental design
The visual stimulus set consisted of twenty numbers, ranging from 35 to 55, excluding 45. The number ‘45’ served as the standard visual stimulus and was not shown in the experiment. The visual target in each visual trial was pseudo-randomly selected from the 20 numbers to ensure that half of the visual targets were greater and the other half were smaller than the standard number (i.e. ‘45’), and that no same number was presented consecutively for three times. The visual task required participants to judge whether the target number presented on the screen in each trial was greater or smaller than the standard number. The black (RGB: 0, 0, 0) visual targets, presented at a 1.64° visual angle on a white (RGB: 255, 255, 255) background, were back-projected and viewed through an angled mirror mounted on the head-coil of the MRI setup. The default visual display consisted of a gray (RGB: 128, 128, 128) central fixation cross of 1° × 1° visual angle at the center of the screen. Participants laid in a supine position and were explicitly instructed to fixate on the central cross without moving their eyes and heads during the experiment. The auditory stimulus set consisted of twenty pure tones with different frequencies: 178, 193, 208, 225, 243, 262, 283, 305, 330, 356, 3072, 3317, 3582, 3868, 4176, 4509, 4858, 5257, 5677, and 6130 Hz. A 1050 Hz pure tone served as the standard auditory stimulus and was not presented throughout the experiment. The auditory target in each auditory trial was pseudo-randomly chosen from the 20 auditory stimuli to ensure that half of the auditory targets were greater and the other half were smaller than the standard auditory stimulus, and no same auditory target was presented for three consecutive trials. The auditory task required participants to judge whether the auditory target was higher or lower than the standard pure tone. The auditory target was delivered via MR-compatible stereo headphones, and its loudness level was individually adjusted until each participant reported clear audibility in the noisy scanning environment. The pre-defined 20 levels of visual and auditory stimuli and the standard stimuli were selected via prior behavioral pilots to balance the task difficulty between the visual and auditory tasks when presented as single tasks (see online Supplementary Materials for details). The target in each trial was presented for 33 ms in both the visual and auditory tasks. Half of the trials required a ‘greater/higher’ response, and the other half required a ‘smaller/lower’ response. Participants were instructed to respond as quickly and accurately as possible by pressing specific buttons placed under the index and middle fingers of both hands on both sides of the body. Specifically speaking, one hand corresponded to the visual task, with one finger indicating the greater number and the other finger indicating the smaller number. The other hand corresponded to the auditory task, with one finger indicating the higher tone and the other finger indicating the lower tone. Both the mapping between the two tasks and the two hands, and the mapping between the ‘higher (greater) vs. lower (smaller)’ responses and the two fingers (index vs. middle) of each hand, were counter-balanced across participants. 

There were two types of single-task trials: (1) the ‘Single_Visual’ trials in which only the visual target was presented (i.e., the SV condition); and (2) the ‘Single_Auditory’ trials in which only the auditory target was presented (i.e., the SA condition). For the dual-task conditions, the order and the SOA between the auditory task and the visual task were orthogonally manipulated, resulting in four types of dual-task trials: (1) the ‘Auditory_Visual’ SOA 300 (AV300) trials in which the auditory target was presented first and followed by the visual target at a short SOA of 300 ms; (2) the ‘Auditory_Visual’ SOA 1000 (AV1000) trials in which the auditory target was presented first and followed by the visual target at a long SOA of 1000 ms; (3) the ‘Visual_Auditory’ SOA 300 (VA300) trials in which the visual target was presented first and followed by the auditory target at a short SOA of 300 ms; and (4) the ‘Visual_Auditory’ SOA 1000 (VA1000) trials in which the visual target was presented first and followed by the auditory target at a long SOA of 1000 ms. The choice of 300 vs. 1000 ms SOAs was based on previous evidence: a consistent PRP effect occurs when the SOA is 300 ms or less, while no significant PRP effect occurs when the SOA is 1000 ms or more (Sigman & Dehaene, 2005, 2006, 2008). 

Therefore, a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (SOA: short vs. long) within-subject event-related fMRI design was employed for the dual-task conditions (Fig. 1B). The scanning session consisted of two blocks, each lasting for 16 minutes, and participants were given a rest period of 30 seconds between the two blocks, with the scanner running. Prior to the formal experiment, participants underwent an additional 10-minute practice session to ensure their full familiarity with the standard stimuli, the experimental tasks, and the experimental set-ups. 

Each block consisted of 24 single visual task trials, 24 single auditory task trials, 48 AV300 dual-task trials, 48 AV1000 dual-task trials, 48 VA300 dual-task trials, 48 VA1000 dual-task trials, and 79 null trials. Together, the two blocks resulted in 480 experimental trials and 158 null trials. During the null trials, participants only fixated on the default visual display of the central cross. The null trials, with random durations of 2 s (60%), 4 s (27%) and 6 s (13%), were introduced to further add variability to the inter-trial intervals (ITI). All the trials within each block were pseudo-randomly mixed to ensure that no more than two consecutive experimental trials of the same type and no more than one consecutive null trial were presented. An individually randomized sequence of trials was given to each subject. 

The duration of the single-task trials and the dual-task trials was 2000 ms and 3000 ms, respectively. In single-task trials, the target stimulus was presented for 33 ms, and participants had a response window of 1967 ms (Fig. 1A). In dual-task trials, after the presentation of the target stimuli in both tasks, participants were given a response window of 2667 ms and 1967 ms for SOA300 and SOA1000 trials, respectively (Fig. 1B). Trials with response times outside the corresponding response windows were treated as “miss” trials. The ITI was jittered between 250 to 1000 ms at a step of 250 ms. Conjointly considering the durations of the null trials, the maximum ITI between two neighbor experimental trials was 8000 ms in case where they were separated by a null trial of 6 s and with two long ITIs of 1000 ms interleaved; and the minimum ITI was 250 ms when two neighbor experimental trials was separated only by the shortest interval of 250 ms. The rationales for selecting the jittered and relatively short ITIs in the present fMRI experiment were based on previous evidence demonstrating that ITIs as short as 1000 ms or even 500 ms can be used in event-related fMRI experiments while maintaining considerable statistical efficiency and power (Buckner, 1998; Burock et al., 1998; Dale, 1999; Dale & Buckner, 1997). Furthermore, introducing variable ITIs substantially improves estimation efficiency (Dale, 1999). Null trials are commonly used to achieve a stochastic distribution of ITI, which is crucial for the accurate estimation of experimental events vs. inter-stimulus implicit baseline (Henson, 2004, 2007). However, in the present study, we were most interested in the differential activations between the experimental conditions, rather than the “experimental condition vs. null trials (i.e., the implicit baseline)” contrast. Therefore, only a relatively small proportion of null trials and shorter ITIs were introduced (Henson, 2007; Pollmann et al., 2000). This allowed us to include an adequate number of trials for each experimental condition to increase the statistical power while minimizing the experimental duration (Henson, 2007). 

2.3. Statistical analysis of behavioral data
[bookmark: _Hlk135157350]For the single-task conditions, trials with omissions and incorrect responses were treated as error trials and excluded from the analysis of RT. Accuracy rates were determined by dividing the number of correct trials by the total number of experimental trials for each experimental condition. Outlier trials, defined as those with RTs outside the mean RT ± 3 standard deviations (SD) range in each condition, were also excluded from further RT analysis. Paired t-tests were performed to test the difference in the mean RTs and the accuracy rates between the single visual vs. single auditory conditions. 

For the dual-task conditions, error trials included those with reversed response order compared to task order, and with omissions and incorrect responses to one or both tasks. These error trials were excluded from the RT analysis. In addition, outlier trials with RTs exceeding the corresponding distribution range of the mean RT ± 3 SDs for either task were excluded from the RT analysis. Accuracy rates were determined separately for the first (T1) and second (T2) task in the dual-task trials by dividing the number of correct trials by the total number of experimental trials. Three subjects with abnormally low accuracy rates (lower than 60 percent in either the single-task or dual-task conditions) were excluded, leaving 29 subjects eligible for further analysis. The mean RTs and accuracy rates were submitted to a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (SOA: 300 ms vs. 1000 ms) × 2 (response order: T1 vs. T2) repeated-measures analysis of variance (ANOVA), respectively. Significant interactions were further analyzed via planned paired t-tests on simple effects. 

2.4. Imaging data acquisition and preprocessing
We utilized a Siemens 3T trio system at the Brain Imaging Center of South China Normal University for the neuroimaging data acquisition. For the collection of functional images, we used a T2*-weighted echo planar imaging sequence with the following parameters: matrix size = 64 × 64; voxel size = 3.2 × 3.2 × 4.2 mm3; 33 transversal slices; slice thickness = 3.5 mm; slice gap = 0.7 mm; TR = 2000 ms; TE = 30 ms; FOV = 220 mm; flip angle = 90°. A single functional scanning session produced 1044 scans, from which the first 5 volumes were discarded to allow for T1 equilibration effects. For the collection of structural images, we used a T1-weighted 3-dimensional sagittal magnetization prepared rapid-acquisition gradient-echo pulse sequence with the following parameters: matrix size = 256 × 256; voxel size = 1 × 1 × 1 mm3; 176 sagittal slices; thickness = 1 mm; TR = 2300 mm; TE = 3.24 ms; FOV = 256 mm; flip angle = 9°.

Data processing was conducted with SPM12 (Wellcome Department of Imaging Neuroscience, London, NK; http://www.fil.ion.ucl.ac.uk). The functional images were realigned to the first volume for motion correction. Subsequently, the “unified segmentation” function in SPM12 was deployed to compute the mean echo planar image for each subject, and we then normalized these images spatially to the single-participant MNI template. This built-in algorithm is based on a probabilistic framework that integrates image registration, tissue classification, and bias correction into a generative model. The parameters of a discrete cosine transform, which were derived from the segmentation procedure, were then combined with the deformation field whereby the individual data were moved into the space of single-participant MNI template. The resulting deformation was then applied to individual EPI volumes. All images were thus transformed into the standard MNI space and resampled to 2 × 2 × 2 mm3 voxel size. Finally, the data were smoothed with a Gaussian kernel of 6 mm full-width half-maximum to increase signal-to-noise ratio. 

2.5. Statistical analysis of imaging data
[bookmark: _Hlk122640760]The time series in each voxel was high-pass-filtered at a frequency of 1/128 Hz to remove low-frequency noise. Temporal autocorrelation was accounted for by modeling it using an AR (1) process. At the individual level, a general linear model (GLM) with six events of interest was estimated, including the two types of single-task conditions and the four types of dual-task conditions. The single-task events were time-locked to the onsets of the target. The dual-task events were time-locked to the onsets of the second target since we were most interested in the PRP effect imposed on the second task, namely, the neural fate of the second task when it came to compete for the neural resources with the first task. All the six events were convolved with the canonical hemodynamic response function (HRF) and its first-order temporal derivative (TD), with an event duration of 0 s. The TD was adopted in the GLM to allow for slice-timing problem (Henson et al., 1999; Henson et al., 2002; Hopfinger et al., 2000). In addition, the error trials and the six head movement parameters derived from the realignment procedure were included as regressors of no interest in the GLM. Parameter estimates for each voxel were calculated using weighted least squares to provide maximum likelihood estimators based on the temporal autocorrelation of the data (Worsley et al., 2002). The null trials were not modeled and functioned as the implicit baseline in the GLM (Friston et al., 1999).

To compute the simple main effects of the six experimental conditions (i.e., the SA, SV, AV300, AV1000, VA300, VA1000) for each subject, the first-level contrast images of each experimental condition were derived by assigning “1” to the regressor of interest and “0”s to the other regressors. Subsequently, for the group level analysis, these individual contrast images of the six conditions were submitted to a within-subject ANOVA using a random-effects model (full factorial design in SPM12). To localize the sensory systems which were selectively involved in processing the visual vs. auditory targets, we directly contrasted the two single-task conditions, i.e., ‘Single_Visual vs. Single_Auditory’. We extracted the mean parameter estimates from the activated clusters in the localized visual and auditory systems, to examine the variation in the neural activity in the sensory systems across the single-task conditions. More critically, to localize the DMN, we calculated the neural deactivation (lower than the implicit baseline, i.e., the null trials) in the single-task conditions (collapsed over the SA and the SV trials), the short SOA conditions (collapsed over the AV300 and the VA 300 trials), and the long SOA conditions (collapsed over the AV1000 and the VA1000 trials), respectively. This was done by assigning “-1”s to the regressors of the corresponding conditions, and “0”s to all the other regressors of no interest. Later, a conjunction analysis (using conjunction null) was used to pinpoint the shared nodes of the DMN under the three conditions.

[bookmark: _Hlk128177097]The PRP effect was calculated as the traditionally defined contrast between the short and long SOAs of the dual-task conditions (i.e., ‘SOA300 > SOA1000’) (Marois & Ivanoff, 2005; Schubert & Szameitat, 2003). Please note, in the current experiment, when the neural events were time-locked to the onsets of the second stimuli, both the visual and auditory system activity could be optimally estimated by the HRF and its TD in the SOA300 conditions, given the low temporal sampling of the BOLD responses. However, when the SOA was extended to 1000 ms in the long SOA dual-task conditions, while the neural activity in the sensory system underlying the second task could be well estimated as it was where the neural events were time-locked to, the neural activity underlying the first task (1000 ms away from the fitted neural events) could not be optimally estimated, because the TD only allows for approximately ± 1s variation of the BOLD peak (Henson, 2007). Therefore, the direct neural contrast “SOA300 > SOA1000” would result in the activation underlying the PRP effect together with the non-optimally estimated sensory system activation underlying the first task. Subsequently, to identify the common neural mechanisms underlying the PRP effect in the short SOA conditions, a conjunction analysis (using conjunction null) between the “VA (SOA300 > SOA1000)” and “AV (SOA300 > SOA1000)” contrasts was deployed. Through this conjunction procedure, any brain regions activated by both the “VA” and “AV” contrasts could be delineated. Furthermore, to localize the specific PRP effect in the AV300 vs. VA300 condition, an exclusive masking procedure was adopted between the “VA (SOA300 > SOA1000)” and “AV (SOA300 > SOA1000)” contrasts. Through this procedure, any activation shared by both the “VA” and “AV” contrasts could be excluded from the activation of the “VA” and “AV” contrast, respectively. Unless otherwise stated, neural activation was identified as significant only if it passed a threshold of p < 0.001, uncorrected at the voxel level, and p < 0.05, corrected for family-wise error (FWE) at the cluster level (Poline et al., 1997).

2.6. Psychophysiological interaction (PPI) analysis
The PPI analysis serves to probe how the activity in one brain region covaries with the neural activity in another region as a function of specific experimental manipulations (Friston et al., 1997). It allows for the comparison of the strength of the functional connectivity between a seed region (the physiological factor) and other brain regions under different experimental conditions (the psychological factor), and can be utilized to identify which brain regions have significant relationship with a seed region of interest in a given context (O’Reilly et al., 2012). In the present study, we adopted generalized PPI (gPPI; https://www.nitrc.org/projects/gppi) analysis to investigate the functional connectivity between the sensory systems and other brain regions during the PRP effect. The gPPI extends the PPI approach to experimental designs with more than two conditions (like the present one) for which the standard PPI analysis with SPM is inadequate, and it estimates psychophysiological interactions with greater accuracy (McLaren et al., 2012). 

First, the sensory system ROIs were localized individually using the “SV > SA” contrast for the visual seed regions, and the “SA > SV” contrast for the auditory seed regions in the first level analysis. The individual peak voxel for each ROI was defined as the maximally activated voxel within a sphere of 16 mm radius centered around the corresponding group-level maximum activation MNI coordinate of the visual or auditory cortex. The individual peak voxels for each ROI fell within the same anatomical structures: left inferior occipital gyrus (IOG), -44 ± 5, -73 ± 7, -10 ± 5; right IOG, 40 ± 6, -78 ± 7, -7 ± 7; left superior temporal gyrus (STG), -55 ± 7, -20 ± 7, 9 ± 6; and right STG, 61 ± 6, -12 ± 7, 3 ± 6.  Subsequently, the time series in all the ROIs of each participant were extracted individually based on a sphere of 6 mm radius around the individual peak voxel within the bilateral visual and auditory cortex, respectively. For each participant, a GLM was generated for each seed region. The first six regressors (psychological factor) were formed by convolving the HRF with the stick functions at the critical onset times of the six conditions separately (trial onsets for single tasks and onsets of the second stimuli for dual tasks). The extracted time series were deconvolved to obtain an estimate of the neural activity, which was then included as one regressor (physiological factor). The six interaction regressors (PPI term) were produced by multiplying the estimated neural activity with the stick functions at the critical onset times and convolving them with the HRF (Gitelman et al., 2003; McLaren et al., 2012). The error trials and the six head movement parameters were included as regressors of no interest. We then calculated contrast images for each participant to identify brain areas activated by the PRP effect. To examine the PRP effect in the AV condition, we assigned “1” to the PPI term of the AV300 condition and “-1” to the PPI term of the AV1000 condition, with other regressors treated as confounds. Similarly, to examine the PRP effect in the VA condition, we assigned “1” to the PPI term of the VA300 condition and “-1” to the PPI term of the VA1000 condition, with other regressors treated as confounds. 

At the group level, the individual contrast images were entered into a random-effects group analysis for the AV and VA conditions, respectively, using one-sample t-test. To further test whether and how the functional connectivity between the seed regions and other brain regions varied with the PRP effect size across subjects, we included the mean PRP effect size of each subject as a covariate. Specifically speaking, for the group-level PPI models with the visual system as the seed region, the PRP effect size of each subject in the AV trials (i.e., “mean RT2_AV300 > mean RT2_AV1000”) was calculated and included as a between-subject covariate. Similarly, for the group-level PPI models with the auditory system as the seed region, the PRP effect size of each subject in the VA trials (i.e., “mean RT2_VA300 > mean RT2_VA1000”) was calculated and included as a between-subject covariate. Neural activation from the PPI analysis was considered as significant only if it passed a threshold of p < 0.001, uncorrected at the voxel level, and p < 0.001 corrected for family-wise error (FWE) at the cluster level (Poline et al., 1997). Statistical threshold for the conjunction analysis was set to p < 0.05, uncorrected at the voxel level, and p < 0.005 corrected for family-wise error (FWE) at the cluster level (Nichols et al., 2005).

3. Results
3.1. Behavioral results
For the single-task trials (visual vs. auditory), after excluding the omitted (3.5%), incorrect (3.3%) and outlier (1.8%) trials, paired t-tests were conducted on the correct trials. The results revealed no significant difference in the RTs (visual: 670 ± 16 ms; auditory: 670 ± 20 ms), t(28) = 0.002, p = 0.998, d < 0.01 (Fig. 2A, the left panel), nor in the accuracy rates (visual: 91 ± 1.4%; auditory: 93 ± 0.7%), t(28) = 1.71, p = 0.10, d = 0.391 (Fig. 2B, the left panel). Therefore, the task difficulty was effectively matched between the single visual and auditory tasks. 

[bookmark: _Hlk135125478][bookmark: _Hlk122077371]For the dual-task trials, after the exclusion of trials with reversed response (0.4%), omission or incorrect responses to both (0.5%) and single (9.1%) tasks, and outlying RTs (1.6%), the mean RTs of the remaining trials were submitted to a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (SOA: short vs. long) × 2 (response order: first vs. second) repeated-measures ANOVA (Fig. 2A, the middle and right panels). The main effect of the task order was not significant, F(1,28) = 2.27, p = 0.14, ηp2 = 0.075, indicating no significant difference between the RTs in the ‘Auditory_Visual’ (725 ± 14 ms) and ‘Visual_Auditory’ (738 ± 14 ms) conditions. However, the main effect of SOA was significant, F(1,28) = 117.6, p < 0.001, ηp2 = 0.81, indicating that the RTs in the SOA300 condition (806 ± 16 ms) were significantly slower than in the SOA1000 condition (657 ± 8 ms). The main effect of response order was also significant, F(1,28) = 72.1, p < 0.001, ηp2 = 0.72, indicating that RTs to the first task (692 ± 11 ms) were significantly faster than to the second task (771 ± 17 ms). Critically, the three-way interaction was significant, F(1,28) = 5.07, p = 0.03, ηp2 = 0.153. 

[image: ]
Figure 2. Behavioral results. The distributions of (A) RTs and (B) accuracy rates are plotted as a function of the single-task and dual-task conditions (circles for individual data points, filled surfaces for smoothed density plots). Box plots show the mean (central bar), the lowest and highest individual data points within three SDs of the distributions (end of the whiskers) and the lower and upper quartiles (edges of the boxes). SOA: stimulus onset asynchrony; T1: the first task; T2: the second task. 

[bookmark: _Hlk135125786][bookmark: _Hlk126922413][bookmark: _Hlk62811338][bookmark: _Hlk135126792][bookmark: _Hlk126936167]To further explore the three-way interaction, a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (response order: first vs second) repeated-measures ANOVA was performed for the SOA300 and SOA1000 conditions, respectively. For the SOA300 condition (Fig. 2A, the middle panel), the main effect of task order was not significant, F(1,28) = 2.03, p = 0.17, ηp2 = 0.068, while the main effect of response order was significant, F(1,28) = 196.34, p < 0.001, ηp2 = 0.86, indicating the RTs to the first task (712 ± 16 ms) were significantly shorter than to the second task (901 ± 21 ms). Additionally, the two-way interaction was significant, F(1,28) = 5.38, p = 0.03, ηp2 = 0.161. Further planned paired t-tests (with Bonferroni correction) on simple effects revealed that the first responses were comparable between the ‘Auditory_Visual’ (711 ± 24 ms) and ‘Visual_Auditory’ (713 ± 22 ms) conditions, t(28) = 0.099, p = 0.92, d = 0.114, while the second responses were significantly faster in the ‘Auditory_Visual’ condition (882 ± 30 ms) than in the ‘Visual_Auditory’ condition (919 ± 29 ms), t(28) = 2.76, p = 0.01, d = 0.528. In the SOA1000 condition (Fig. 2A, the right panel), only the main effect of response order was significant, F(1,28) = 5.82, p = 0.02, ηp2 = 0.172, indicating that the responses to the first task (670 ± 13 ms) were significantly slower than those to the second task (643 ± 9 ms). Neither the main effect of task order, F(1,28) = 1.10, p = 0.30, ηp2 = 0.038, nor the two-way interaction, F(1,28) = 0.02, p = 0.88, ηp2 = 0.001, was significant. 

[bookmark: _Hlk122113867][bookmark: _Hlk126926797][bookmark: _Hlk126922781]The accuracy rates of the dual-task conditions were submitted to a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (SOA: short vs. long) × 2 (response order: first vs. second) repeated-measures ANOVA (Fig. 2B, the middle and right panels). The main effect of task order was not significant, F(1,28) = 0.55, p = 0.47, ηp2 = 0.019, indicating no significant difference in accuracy rates between the ‘Auditory_Visual’ (89 ± 0.7%) and ‘Visual_Auditory’ (90 ± 0.7%) conditions. However, the main effect of the SOA was significant, F(1,28) = 18.6, p < 0.001, ηp2 = 0.40, indicating that the accuracy rates were significantly lower in the SOA300 (88 ± 0.8%) than in the SOA1000 condition (91 ± 0.6%). The main effect of response order was also significant, F(1,28) = 41.0, p < 0.001, ηp2 = 0.59, indicating that the accuracy rate for the first task (92 ± 0.6%) was significantly higher than for the second task (84 ± 0.8%). Furthermore, the three-way interaction was significant, F(1,28) = 6.96, p = 0.05, ηp2 = 0.199. To further explore the three-way interaction, a 2 (task order: ‘Auditory_Visual’ vs. ‘Visual_Auditory’) × 2 (response order: the first vs. the second response) repeated-measures ANOVA was performed separately for the short and long SOA conditions. For the SOA300 condition (Fig. 2B, the middle panel), the main effect of response order was significant, F(1,28) = 45.94, p < 0.001, ηp2 = 0.621, indicating that the accuracy rate for the first task (91 ± 0.9%) was higher than for the second task (86 ± 1.2%). Neither the main effect of task order, F(1,28) = 0.004, p = 0.95, ηp2 = 0.001, nor the two-way interaction, F(1,28) = 0.046, p = 0.83, ηp2 = 0.002, was significant. For the SOA1000 condition (Fig. 2B, the right panel), the main effect of response order was significant, F(1,28) = 16.86, p < 0.001, ηp2 = 0.376, indicating that the accuracy rate for the first task (93 ± 0.7%) was significantly higher than for the second one (89 ± 1.0%). The main effect of task order was not significant, F(1,28) = 2.21, p = 0.15, ηp2 = 0.073. However, the two-way interaction was significant, F(1,28) = 12.06, p = 0.002, ηp2 = 0.301. Planned paired t-tests (with Bonferroni correction) on simple effects showed that the accuracy rates for the first tasks were comparable between the ‘Auditory_Visual’ (93 ± 0.9%) and the ‘Visual_Auditory’ (92 ± 1.0%) trials, t(28) = 1.32, p = 0.20, d = 0.246, while the accuracy rates for the second tasks were significantly lower in the ‘Auditory_Visual’ trials (87 ± 1.6%) than in the ‘Visual_Auditory’ trials (91 ± 1.2%), t(28) = 3.25, p = 0.003, d = 0.637. 

3.2. Imaging results
3.2.1. Neural deactivation in the DMN
We first calculated the neural deactivation in the single-task condition (collapsed over the single visual and auditory tasks), the SOA300 condition (collapsed over the AV300 and VA300 conditions), and the SOA1000 condition (collapsed over the AV1000 and VA1000 conditions), respectively (Fig. 3A, and Table 1A-1C). The DMN was identified as the deactivated neural network in all three conditions. A conjunction analysis on the neural deactivation across the three conditions further confirmed the common DMN deactivation in the bilateral angular gyrus (AG), the posterior cingulate cortex (PCC), the medial (mPFC) and orbital prefrontal cortex (oPFC), and the bilateral inferior frontal gyrus (IFG) (Fig. 3B, the upper panel; Table 1D). Only for demonstration purposes, mean parameter estimates were extracted from two representative DMN regions, namely the PCC and mPFC, and plotted as a function of the six experimental conditions (Fig. 3B, the bottom panel). 


[image: ]
[bookmark: _Hlk127038470][bookmark: _Hlk90395896]Figure 3.  Neural deactivation in the DMN. (A) task-induced deactivation in the single-task conditions (top), the SOA1000 dual-task conditions (middle), and the SOA300 dual-task conditions (bottom), respectively. (B) a conjunction analysis of the three contrasts in (A) revealed common neural deactivation in the DMN. Mean parameter estimates were extracted from the mPFC and the PCC, two core regions of the DMN, and are shown as a function of the six experimental conditions. The color bars represent t values. The error bars indicate SEs. mPFC: medial prefrontal cortex; PCC: posterior cingulate cortex; SOA: stimulus onset asynchrony.

Table 1. Task-induced neural deactivation in (A) the single-task, (B) the SOA300 dual-task, and (C) the SOA1000 dual-task conditions. (D) The conjoint neural deactivation induced by the above three conditions.
	[bookmark: _Hlk90396023]Anatomical Region
	Side
	Cluster Peak (mm)
	t-Value
	kE (voxels)

	(A) Single task


	AG
	L
	-36, -81, 36
	10.8
	8857

	oPFC
	R
	51, 33, -6
	7.81
	812

	
	
	
	
	

	(B) SOA300 


	AG
	L
	-36, -87, 27
	8.16
	474

	
	R
	42, -81, 27
	7.91
	458

	mPFC
	L
	-24, 27, 60
	7.29
	1821

	IFG
	L
	-51, 36, -9
	7.28
	444

	
	R
	42, 36, -9
	5.81
	318

	PCC
	L
	-6, -36, 42
	5.99
	184

	
	
	
	
	

	(C) SOA1000

	AG
	L
	-36, -87, 27
	10.29
	819

	
	R
	42, -81, 27
	10.39
	911

	IFG
	L
	-51, 36, -9
	8.7
	1046

	
	R
	48, 36, -6
	7.66
	835

	mPFC
	L
	-24, 27, 60
	8.04
	2689

	PCC
	L
	-9, -36, 42
	6.75
	313

	(D) Conjunction of the deactivation from the above three conditions


	AG 
	L
	-36, -87, 27
	8.16
	474

	
	R
	42, -81, 27
	7.91
	444

	IFG
	L
	-51, 36, -9
	7.28
	441

	
	R
	42, 36, -9
	5.81
	265

	mPFC
	L
	-24, 27, 60
	7.27
	1677

	PCC
	L
	-6, -36, 42
	5.99
	176


The coordinates (x, y, z) indicate MNI coordinates. Displayed are the coordinates of the maximally activated voxel within a significant cluster. AG: angular gyrus; oPFC: orbital prefrontal cortex; mPFC: medial prefrontal cortex; IFG: inferior frontal gyrus; PCC: posterior cingulate cortex.

3.2.2. Asymmetrical PRP effect between the visual and auditory modalities
The neural contrast “VA300 > VA1000” revealed significant activation in the frontoparietal control network (FPCN), which underlies the PRP effect. In addition, the bilateral inferior occipital gyrus was activated since neural activity of the visual system was not optimally estimated in the VA1000 condition (Figs. 4A; Table 2A, see Methods). Similarly, the neural contrast “AV300 > AV1000” resulted in FPCN activation and additional confounding activation in the bilateral superior temporal gyrus due to the suboptimal estimation of neural activity in the auditory system during the AV1000 condition (Fig. 4B; Table 2B, see Methods). 

To uncover the PRP effect while avoiding confounds from the sensory systems (see Methods), a conjunction analysis between the neural contrasts “AV300 > AV1000” and “VA300 > VA1000” was conducted. The FPCN, including the bilateral superior frontal gyrus (SFG), and the bilateral inferior parietal lobe (IPL) was significantly activated, as well as the supplementary motor area of motor cortex, as the SOA300 trials would better capture the motor activity associated with the first button press (Fig. 4C; Table 2C). Thes findings replicated previous evidence (Marois & Ivanoff, 2005; Marti et al., 2015). To further localize the specific neural mechanisms involved in the AV300 vs. VA300 conditions, an exclusive masking procedure was adopted (see Methods). In the AV300 condition, when the visual modality was impacted by the PRP effect induced by the preceding auditory task, the right SPL was specifically activated (Fig. 4D; Table 2D), showing increased neural activation in the AV300 condition. In the VA300 condition, when the auditory modality suffered from the PRP effect imposed by the preceding visual task, the right AG and the bilateral IFG of the DMN were specifically activated (Fig. 4E; Table 2E). These regions were less deactivated in the VA300 condition. Only for demonstration purposes, mean parameter estimates in the six conditions were extracted from the activated clusters, and no further statistical analyses were applied on these extracted mean parameter estimates to avoid double dipping (Kriegeskorte et al., 2010; Kriegeskorte et al., 2009). Please note, after the exclusive masking, the confounding activation of the visual and auditory cortices mentioned earlier also appeared in the “VA300 > VA1000” and the “AV300 > AV1000” contrasts, respectively.
[image: ]
[bookmark: _Hlk127038581] Figure 4. Neural activation associated with the PRP effect. (A) neural activation by the neural contrast ‘AV300 > AV1000’. (B) neural activation by the neural contrast ‘VA300 >VA1000’. (C) a conjunction analysis between (A) and (B) revealed common neural activation in the FPCN underlying the PRP effect, irrespective of the order of the visual and auditory task. For example, the right IPL, as one core region of the FPCN, showed significantly enhanced neural activity in both the AV300 and the VA300 conditions, compared to the SOA1000 dual-task conditions (the bar chart). (D) the PRP effect specific to the AV300 condition. The neural activation in the ‘AV300 > AV1000’ contrast was exclusively masked by that in the ‘VA300 > VA1000’ contrast. The right SPL showed significantly increased neural activity specifically in the AV300 condition (the bar chart). (E) the PRP effect specific to the VA300 condition. The neural activation in the ‘VA300 > VA1000’ contrast was exclusively masked by that in the ‘AV300 > AV1000’ contrast. The bilateral IFG and the right AG in the DMN showed significantly alleviated neural deactivation specifically in the VA300 condition. Mean parameter estimates were extracted from all the representative regions in (C) (D) and (E), and are shown as a function of the six experimental conditions. The critical conditions in the bar charts are highlighted with the grey shades. Note, due to the insufficient fitting of neural activity in the sensory system underlying the first task in the SOA1000 dual-task conditions when the neural events were time-locked to the second stimuli (see Methods), the auditory system was additionally activated in (A) and (D), and the visual system in (B) and (E). The color bars represent t values. The error bars indicate SEs. IPL: inferior parietal lobe; SPL: superior parietal lobe; AG: angular gyrus; LIFG: left inferior frontal gyrus; RIFG: right inferior frontal gyrus.


Table 2. Neural activation associated with the PRP effect in (A) the AV condition and (B) the VA condition. (C) the conjoint neural activation by the PRP effect in the above two conditions. (D) PRP effect-induced neural activation in AV condition was exclusively masked by that in the VA condition. (E) PRP effect-induced neural activation in VA condition was exclusively masked by that in the AV condition.
	Anatomical Region
	Side
	Cluster Peak (mm)
	t-Value
	kE (voxels)

	(A) AV300 > AV1000


	Calcarine
	R
	9, -69, 12
	8.05
	11294

	IPL
	R
	33, -45, 51
	6.91
	

	SMA
	L
	-3, 15, 45
	6.39
	

	
	
	
	
	

	(B) VA300 > VA1000 


	preCG
	L
	-45, 6, 30
	6.75
	11781

	  SMA
	L
	-3, 21, 51
	6.65
	

	  IPL
	L
	-42, -42, 39
	5.97
	

	
	
	
	
	

	(C) Conjunction between (A) and (B)


	Calcarine
	R
	18, -69, 15
	6.31
	5956

	  SMA
	R
	6, 12, 48
	6.30
	

	  IPL
	R
	33, -51, 45
	5.83
	

	
	
	
	
	

	(D) ‘AV300 > AV1000’ exclusively masked by ‘VA300 > VA1000’


	STG
	L
	-48, -24, 6
	6.82
	362

	
	R
	54, -18, 6

	7.51
	638

	SPL
	R
	27, -54, 69
	5.30
	87

	
	
	
	
	

	(E) ‘VA300 > VA1000’ exclusively masked by ‘AV300 > AV1000’

42, 36, -9
5.69
254

	IOG
	L
	-33, -84, -3
	5.41
	175

	
	R
	48, -60, 3
	4.70
	190

	IFG
	L
	-45, 48, 3
	5.73
	293

	
	R
	45, 42, 0
	4.33
	116

	AG
	R
	42, -45, 39
	4.61
	118


The coordinates (x, y, z) indicate MNI coordinates. Displayed are the coordinates of the maximally activated voxel within a significant cluster as well as the coordinates of relevant local maxima within the cluster (in italics). IPL: superior parietal lobe; SMA: supplementary motor area; preCG: precentral gyrus; STG: superior temporal gyrus; SPL: superior parietal lobe; IOG: inferior occipital gyrus; IFG: inferior frontal gyrus; AG: angular gyrus.

3.2.3. The sensory systems selectively coupled with the DMN in PRP effect
We localized the sensory systems underlying the current visual and auditory tasks by directly contrasting the two single-task conditions. The visual system was localized via the neural contrast “Single_Visual > Single_Auditory”, and the auditory system via the neural contrast “Single_Auditory > Single_Visual”. The bilateral inferior occipital gyrus (IOG) (left: MNI coordinates: -45, -69, -12, t = 7.56, 501 voxels; right: MNI coordinates: 42, -81, -9, t = 6.18, 355 voxels) showed significantly enhanced neural activity in the ‘Single_Visual’ trials compared to the ‘Single_Auditory’ trials (Fig. 5A). Additionally, the bilateral superior temporal gyrus (STG) in the auditory cortex (left: MNI coordinates: -54, -21, 6, t = 7.23, 576 voxels; right: MNI coordinates: 57, -9, 3, t = 6.20, 779 voxels) showed significantly enhanced neural activity in the ‘Single_Auditory’ trials compared to the ‘Single_Visual’ trials (Fig. 5B).
[image: ]
[bookmark: _Hlk127095410]Figure 5. The localized sensory systems underlying the present visual vs. auditory task. (A) the visual system was localized via the neural contrast ‘Single visual task > Single auditory task’. (B) the auditory system was localized via the neural contrast ‘Single auditory task > Single visual task’. Mean parameter estimates were extracted from the localized sensory systems, and are displayed as a function of the single-task conditions. The color bars represent t values. The error bars indicate SEs. IOG: inferior occipital gyrus; STG: superior temporal gyrus.

Subsequently, we investigated how the localized sensory systems interacted with other brain regions when subjected to PRP effect using the gPPI analysis. In the VA300 condition, when the second auditory task was subjected to the PRP effect induced by the first visual task, both the left and right STG in the auditory system showed significantly enhanced functional connectivity with the mPFC and the PCC of the DMN, and the right STG specifically with the right AG, compared to the VA1000 condition (Fig. 6A; Table 3A, 3B). Via a conjunction analysis (using a conjunction null) (Nichols et al., 2005) between the increased STG-DMN connectivity in the VA300 condition and the negative linear modulation effect of the between-subject variance in the auditory PRP effect (i.e., “RT2_VA300 > RT2_VA1000”), we found that the strength of the bilateral STG-mPFC connectivity was significantly negatively correlated with the magnitude of the auditory PRP effect (Fig. 6B, the top middle panel; Table 3C). This suggests that the stronger the STG-mPFC connectivity during the VA300 condition, the smaller the auditory PRP effect, indicating a beneficial role of the Auditory-DMN connectivity in enhancing the performance on the second auditory task. Please note, the mPFC regions here belong to a part of the DMN that showed comparable neural deactivation across all the experimental conditions (Fig. 6B, the bar charts). To confirm this observation, we extracted the mean parameter estimates from the mPFC clusters in the six experimental conditions, and submitted them to a 3 (type of trials: single, SOA300, and SOA1000) by 2 (sensory modality of the first task: visual vs. auditory) repeated-measures ANOVA. For both mPFC clusters (Fig. 6B, the bar charts), neither the main effects nor the interaction was significant, all ps > 0.1. Therefore, the two mPFC clusters were equally deactivated in all the six experimental conditions. 
[image: ]
Figure 6. gPPI analysis based on the bilateral STG in the auditory system. (A) gPPI results of the auditory system in the VA300, compared to the VA1000 condition. The bilateral STG showed significantly enhanced functional connectivity with sub-regions of the DMN in the VA300 condition, compared to the VA1000 condition. (B) the conjunction analysis between the negative covariate effect and the gPPI connectivity of the bilateral STG revealed the common activation of the mPFC. The stronger the STG-mPFC connectivity in the VA300 condition, the smaller the auditory PRP effect (the correlation charts). In addition, the mPFC clusters were generally deactivated during all the six experimental conditions (the bar charts), confirming it as a node of the DMN. The black dot lines in the correlation charts represent the 95% confidence intervals. The color bars represent t values. STG: superior temporal gyrus; mPFC: medial prefrontal cortex.

Table 3. PPI results of (A) the left and (B) right STG as the physiological factor, respectively, and the contrast ‘VA300 > VA1000’ as the psychological factor. (C) conjunction between the negative covariate effect of the auditory PRP effect and the PPI results of the bilateral STG, respectively. PPI results of (D) the left and (E) right IOG as the physiological factor, respectively, and the contrast ‘AV300 > AV1000’ as the psychological factor.
	[bookmark: _Hlk90396037]Anatomical Region
	Side
	Cluster Peak (mm)
	t-Value
	kE (voxels)

	(A) The left STG as the seed region (VA300 > VA1000)

	PCC
	R
	3, -48, 30
	5.58
	275

	mPFC
	L
	-3, 42, 18
	5.21
	156

	
	
	
	
	

	(B) The right STG as the seed region (VA300 > VA1000)

	mPFC
	L
	-3, 57, 27
	7.73
	1578

	PCC
	L
	-3, -48, 21
	4.84
	105

	AG
	L
	-48, -69, 27
	4.82
	85

	
	
	
	
	

	(C) Negative covariate effect of auditory PRP effect ∩ PPI results of the auditory system

	The left STG 

	mPFC
	
	0, 54, 21
	4.02
	901

	The right STG

	mPFC
	L
	-6, 39, 18
	4.32
	1149

	
	
	
	
	

	(D) The left IOG as the seed region (AV300 > AV1000)

	mPFC
	R
	3, 54, 6
	4.42
	78

	
	
	
	
	

	(E) The left IOG as the seed region (AV300 > AV1000)

	MOG
	R
	27, -90, 15
	6.56
	855

	PCC
	R
	9, -39, 18
	5.37
	

	MTG
	L
	-45, -63, 18
	5.70
	104

	ACC
	L
	-3, 6, 3
	5.32
	122

	oPFC
	L
	-6, 30, -12
	4.22
	

	
	
	
	
	


The coordinates (x, y, z) indicate MNI coordinates. Displayed are the coordinates of the maximally activated voxel within a significant cluster as well as the coordinates of relevant local maxima within the cluster (in italics). PCC: posterior cingulate cortex; mPFC: medial prefrontal cortex; AG: angular gyrus; MOG: middle occipital gyrus; MTG: middle temporal gyrus; ACC: anterior cingulate cortex; oPFC: orbital prefrontal cortex.

Similarly, in the AV300 condition, when the second visual target was subjected to the PRP effect induced by the first auditory target, the bilateral IOG in the visual system showed significantly enhanced functional connectivity with several core regions in the DMN, including the mPFC, PCC and oPFC, compared to the AV1000 condition (Fig. 7; Table 3D, 3E). We then applied the conjunction analysis (using a conjunction null) between the increased IOG-DMN connectivity in the AV300 condition and the linear modulation effect of the between-subject variance in the visual PRP effect (i.e., “RT2_AV300 > RT2_AV1000”), and found no voxels survived the current activation threshold.

[image: ]
Figure 7. gPPI results of the visual system in the AV300, compared to the AV1000 condition. The bilateral IOG showed significantly enhanced functional connectivity with sub-regions of the DMN in the AV300 than in the AV1000 condition. IOG: inferior occipital gyrus.

Taken together, our findings suggested that in comparison to the long SOA condition, when the second task was subjected to the PRP effect in the short SOA condition, its sensory system became coupled with the DMN: the visual system coupled with the DMN in the AV300 condition, and the auditory system coupled with the DMN in the VA300 condition (Figs. 6A, 7). More critically, when the auditory task was presented second, the enhanced sensory-DMN connectivity facilitated the auditory modality in overcoming the PRP effect in the AV300 condition, thereby allowing participants to make faster response to the second auditory task (Fig. 6B). 

4. Discussion
In the present study, we adopted the cross-modal PRP paradigm to investigate what happened to the second task neurally in dual-task interference and whether its neural fate contributed to the asymmetric PRP effect. At the behavioral level, significant PRP effects were observed at the short SOA (300 ms) (Fig. 2A), replicating previous results (Dux et al., 2006; Sigman & Dehaene, 2006). Moreover, an asymmetry effect in the cross-modal PRP effect was observed: the visual modality recovered significantly faster from the PRP effect imposed by the preceding auditory task than vice versa (Fig. 2A, the middle panel), replicating our previous behavioral results (Huang et al., 2015; Yang et al., 2021; Yao et al., 2018). 

At the neural level, the connectivity results showed that the sensory system underlying the second task subjected to the PRP effect became coupled with the DMN (Figs. 6A, 7). It has been well documented that enhanced functional connectivity between the sensory cortex and the DMN (Di Plinio et al., 2018) and unidirectional information flow from the DMN to the task control network (Wen et al., 2013) can impair task performance. In dual-task situations, the sensory system underlying the second task may be temporarily wired with the DMN to reduce the distraction coming from the second task and ensure the efficient completion of the first task (Buckner & DiNicola, 2019; Chadick & Gazzaley, 2011; Karten et al., 2013; Karunanayaka et al., 2017). Specifically, in the short SOA conditions of the present dual-task paradigm, when the second task appeared, it interfered with the neural processing of the first task by competing for the limited central executive resources (Dux & Marois, 2009; Marti et al., 2015; Pashler, 1994). To minimize the distraction imposed by the second task and ensure the processing priority for the first task, the DMN functioned as a suspension buffer, temporarily attenuating the competition of the second task for the limited capacities in the central stage by neurally connecting to its underlying sensory system (Fig. 6B). The temporary weakening promotes the efficient completion of the first task, and accordingly expedites the entry of the second stimuli to the central executive system. Although the present results cannot discriminate between the serial (e.g., the central bottleneck theory) vs. parallel (e.g., the resource-sharing model) processing models of the dual-tasks, they provide novel neural evidence on the inhibitory mechanisms operating at the central stage, shedding light on how the DMN and sensory systems interact to optimize task performance in dual-task situations. 

In our study, we observed that the strength of the auditory-mPFC connectivity was modulated by the size of the PRP effect in the VA condition, while no similar result was found in the AV condition. One might thus wonder whether the auditory-mPFC connectivity was involved in processing the auditory stimuli or in inhibiting the competition from the second task. Although studies on primates have consistently demonstrated that prefrontal areas showed enhanced neural activity (Gabrieli et al., 1998; Müller et al., 2001; Romanski & Goldman-Rakic, 2002) and functional connectivity with the auditory system (Plakke & Romanski, 2014; Romanski et al., 1999) during sound processing and discrimination, these findings can hardly account for the auditory-mPFC connectivity in the current study. First, most of these studies have highlighted the role of the ventrolateral prefrontal cortex and frontal pole in auditory processing, while providing limited evidence on the essential contribution of the mPFC. Although one cat study has stressed the functional role of the mPFC associated with rewarding for discriminating sound by connecting with the auditory system (Zhao et al., 2019), this is not involved in our study. Moreover, by comparing the functional connectivity between the auditory cortex and other brain regions in the VA300 and VA1000 conditions with gPPI analysis, any connectivity related to sound processing or discrimination, which was involved in both conditions, should be excluded, and the resultant connectivity was driven by the PRP effect (Friston et al., 1997). We thus believe that the specific involvement of the mPFC in the VA300 condition is to temporarily reduce the distraction coming from the second auditory task rather than to facilitate sound processing. 

While the connectivity analysis unveiled the neural fate of the second task in dual-task interference, it failed to identify the neural mechanisms underlying the asymmetric PRP effect in the cross-modal paradigm. However, in the univariate analysis, we found that the right SPL in the FPCN showed increased neural activity specifically during the visual PRP effect in the AV300 condition (Fig. 4D). Efficient dual-task performance entails flexible and optimal allocation of limited central executive resources between two tasks (Dux & Marois, 2009; Marti et al., 2015; Pashler, 1994; Tombu et al., 2011), and accordingly the neural regulation of the FPCN in demanding dual-task conditions (Dux et al., 2006; Herath et al., 2001; Marois et al., 2004; Schubert & Szameitat, 2003; Sigman & Dehaene, 2008; Szameitat et al., 2002). When the second visual task attempted to overcome the PRP effect imposed by the first auditory task, the neural activity in the right SPL of the FPCN was up-regulated (Fig. 4D), presumably to enhance the efficient allocation of the finite central executive resources (Al-Hashimi et al., 2015). However, in the VA300 condition, when the second auditory task attempted to overcome the PRP effect imposed by the first visual task, the right AG and the bilateral lateral IFG of the DMN showed alleviated deactivation (Fig. 4E). The DMN is typically deactivated during demanding cognitive tasks to suppress task-irrelevant distractions and guarantee good task performance (Buckner et al., 2008; Fox & Raichle, 2007; Greicius & Menon, 2004; Gusnard et al., 2001; Raichle, 2015; Raichle & Gusnard, 2005; Raichle et al., 2001; Raichle & Mintun, 2006; Shulman et al., 1997; Vincent et al., 2007). Alleviated DMN deactivation usually leads to deteriorating behavioral performance (Ceko et al., 2015; Foster et al., 2012; Ossandon et al., 2011; Weissman et al., 2006). Therefore, the alleviated DMN deactivation in the VA300 condition corresponds well to the further delayed auditory response in that condition (i.e., larger auditory PRP effect). Please note, due to the low temporal resolution of fMRI, it remains unclear whether the enhanced neural activity in the 	FPCN during the AV300 condition and the alleviated DMN deactivation in the VA300 condition occur during the performance of the first or the second task. Especially, it remains unclear whether the varied neural activity in the FPCN and the DMN is involved in prioritizing the neural processing of the first task and minimizing the interference from the second task. This remains a critical question for future neurophysiological studies with high temporal resolution to answer.

5. Limitations
The experiment in the present study required participants to respond to both the visual and auditory tasks with the two fingers of both hands, which may have reduced the PRP effect due to the bimanual coordination effect. The bimanual coordination refers to the tendency for bimanual movements to be synchronous when both hands are required to complete tasks simultaneously, such as prehension (Castiello & Stelmach, 1993; Jackson et al., 1999). Therefore, when the visual and auditory tasks were presented with a short SOA, participants tended to make simultaneous responses. While this may had only exerted a mild effect on the present study, as the reaction time to the second task was significantly slower than the first task, thus indicating a robust PRP effect, future research on PRP should consider the response design to avoid such confounding effect.
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